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Abstract— 

When it comes to cryptography and PRBG algorithms, the 

modular arithmetic is often performed using a three-operand 

binary adder as the fundamental functional unit. A common 

method for doing three-operand addition is the carry-save adder 

(CS3A). The CS3A's large propagation delay, however, is due 

to its ripple-carry stage (n). Additionally, the critical path time 

may be drastically decreased by using a parallel prefix two-

operand adder like Han-Carlson (HCA) for three-operand 

addition, although at the expense of extra hardware. Because of 

this, we propose a new high-speed and area-efficient adder 

architecture that uses pre-compute bitwise addition followed by 

carry prefix computation logic to perform the three-operand 

binary addition, thereby requiring significantly less area, low 

power, and drastically reducing the adder delay to O. (log2 n). 

The suggested architecture is generated using a commercially 

available 32nm CMOS technology library and implemented on 

an FPGA device for functional validation. The suggested adder 

was shown to be 3.12 times, 5.31 times, and 9.28 times quicker 

than the CS3A in post-synthesis findings for 32-bit, 64-bit, and 

128-bit architectures, respectively. It outperforms the HC3A 

adder in terms of area, power dissipation, and latency. Also, 

compared to other methods for adding three operands, the 

suggested adder has the lowest average delay and peak delay 

(ADP and PDP, respectively). 
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INTRODUCTION 

It is essential to implement the cryptographic 

algorithms on hardware [1]-[3] in order to achieve 

optimum system performance while maintaining 

physical security. Different cryptographic 

algorithms typically use modular arithmetic’s for the 

arithmetic operations, including modular 

exponentiation, modular multiplication, and 

modular addition [4]. This means that the efficiency 

with which the congruential modular arith metic 

operation is implemented directly affects the 

efficacy of the cryptographic method. The Mont 

Gnomery algorithm [5]-[7], whose critical operation 

is based on three-operand binary addition [6]-[8], is 

the most effective method for implementing 

modular multiplication and exponentiation. In the 

year 2020, the three-operand Manuscript was 
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TRI-OPERAND BINARY ADDING 

METHODS 

Congruential modular arithmetic architectures [5]-

[8] and LCG-based PRBG techniques, such as 

CLCG [9], MDCLCG [10], and CVLCG [11], rely 

heavily on the three-operand binary addition as a key 

arithmetic operation. Two-operand adders or a 

single-stage three-operand adder may both be used 

to do this. When doing a three-operand binary 

addition, the carry-save adder (CSA) is the method 

of choice [9–14]. The sum of three operands is 

calculated in two steps. An initial full-adding array 

is used. Each complete adder takes in three binary 

digits, ai, bi, and ci, and simultaneously calculates 

the "carry" bit and the "sum" bit. The second step is 

a ripple-carry adder, which generates "sum" and 

"carry-out" signals of size n and one bit, 

respectively, after performing three-operand 

addition. In the ripple-carry stage, an n-count of 

complete adders are used to spread the "carry-out" 

signal. This means that the delay grows 

proportionally as the number of bits grows. In Fig. 1 

we see the key route delay marked by a dashed line 

and the overall design of the three-operand carry-

save adder. The evaluation reveals that the critical 

path delay is affected by the carry propagation delay 

of the ripple carry stage and proceeds as follows: 

 

Similarly, the total area is evaluated as follows, 
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Here, AG and TG indicate the area and propagation 

delay of basic 2-input gate (AND/OR/NAND/NOR) 

respectively. AX and TX indicate the area and 

propagation delay of 2-input XOR gate respectively. 

The major drawback of the CS3A is the larger 

critical path delay which increases with an increase 

of bit length. This critical propagation path delay 

influences the overall latency of the congruential 

modular arithmetic based cryptography and PRBG 

architectures, where three-operand adder is the 

primary component. 

 

Fig. 1. Block level architecture of HCA-based three-operand 

adder (HC3A). 

Hence, to shorten the critical path delay, two stages 

of parallel prefix two-operand adder can also be 

used. In literature, parallel prefix or logarithmic 

prefix adders are the fastest twooperand adder 

techniques [16], [17]. These adder techniques have 

six different topologies, such as Brent-Kung, 

Sklansky, Knowles, Ladner-Fischer, Kogge-Stone 

(KS) and Han-Carlson (HC). Among these, Han-

Carlson is the fastest one when bit size increases (i.e. 

n > 16) [17]. In recent years, various such kind of 

parallel prefix two-operand adders, i.e., Ling [18], 

Jackson-Talwar [19], ultra-fast adder [20], hybrid 

PPFCSL [21] and hybrid Han-Carlson [22] are also 

discussed in the literature. The ultra-fast adder [20] 

is reported as the fastest one, and it is even faster 

than the Han-Carlson by three gates delay. However, 

it consumes comparatively twotimes large gate area 

than the Han-Carlson adder. On the other hand, the 

hybrid Han-Carlson adder [22] is designed with two 

Brent-Kung stages each at the beginning and the 

end, and with Kogge-Stone stages in the middle. 

This resultant a slightly higher delay (two gates 

delay) than the HanCarlson adder, with a 10% to 

18% reduction in the gate complexity [22]. 

PROPOSED THREE-OPERAND 

ADDER ARCHITECTURE  

This section presents a new adder technique and its 

VLSI architecture to perform the three-operand 

addition in modular arithmetic. The proposed adder 

technique is a parallel prefix adder. However, it has 

four-stage structures instead three-stage structures in 

prefix adder to compute the addition of three binary 

input operands such as bit-addition logic, base logic, 

PG (propagate and generate) logic and sum logic. 

The logical expression of all these four stages is 

defined as follows, 

 Stage-1: Bit Addition Logic 

 

Figure 1 depicts the proposed VLSI design and 

internal structure of the three-operand binary adder. 

Three n-bit binary inputs are added in four steps 

using the new adder method. Bitwise addition of 

three n-bit binary input operands is carried out in the 

first stage (bit-addition logic), with the array of 

complete adders computing "sum (S I and "carry (cy 

I signals as shown in Fig. 1. (a). Bit-addition logic is 

shown in Fig. 1, and the corresponding logical 

formulas for calculating the sum (S I and carry (cy I 

signals are described in Stage-1 (b). After the first 

stage, the generate (Gi) and propagate (Pi) signals 

are computed using the "sum (S I bit of the current 

full adder and the "carry" bit of the full adder to its 

right (base logic). According to Fig. 1(a), the 

"squared saltire-cell" is used to represent the Gi and 

Pi signal computations, and there are n + 1 saltire-

cells in the first stage of logic. Fig. 1(b) is a logic 

diagram depicting the saltire-cell, which is 

actualized by the following logical equation, 

 

When adding three operands, the suggested adder 

method additionally takes into account the external 

carry-input signal (Cin). When calculating the G0 (S 

0 Cin) in the first saltire-cell of the base logic, this 

extra carry-input signal (Cin) is used as an input. 

Third, a carry calculation step combining black and 

grey cell logics, "gener ate and propagate logic" 

(PG), is used to calculate the carry bit in advance. 

Fig. 3(b) shows a logical representation of a black 
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and grey cell, which uses the following logical 

equation to determine the carry generation of Gi: j 

and the propagation of Pi: j signals: 

 

TABLE I AREA AND TIMING COMPLEXITY 

OF THREE-OPERAND ADDER 

 

Given that the number of prefix calculation steps is 

(log2 n + 1), it is evident that the carry propagate 

chain is the primary cause of the adder's overall 

delay in the suggested implementation. The third 

phase, represented by sum logic, entails deriving the 

"sum (Si)" bits from the carry produce Gi: j and 

carry propagate Pi bits using the logical formula Si 

= Gi + Pi + Si (Pi Gi1:0). The carryout (Cout) is the 

output signal that is directly produced by the carry 

generate bit (Gn:0). Complexity in Terms of Both 

Space and Time The suggested adder consists of 

four separate phases: the bit-addition phase, the base 

phase, the PG phase, and the sum phase. In PG logic, 

the performance of the adder is very sensitive to the 

number of prefix stages. The maximum propagation 

gate delay (Tprop) of the proposed three-operand 

adder design may therefore be stated as follows. 

 

Here, s = log2 n − 1 and n = n − 1. In order to have 

a comprehensive assessment, the concept of hybrid 

Han-Carlson two-operand adder given in [22] is 

extended to develop a three-operand adder 

architecture. The first order timing-area complexity 

of this hybrid Han-Carlson three-operand adder 

(HHC3A) is evaluated as follows: 

 

For n >= 8, n = n 5. Comparable work is done to 

construct the three-operand adder (UF3A) from the 

ultra fast two-operand adder (UF2A) presented in 

[20], and the area time complexity is calculated. 

Area and time complexity for the proposed three-

operand adder design, as well as the CS3A, HC3A, 

HHC3A, and UF3A three-operand adder 

architectures, are summarised in Table I. The paper 

claims that the suggested adder design reduces 

critical latency by 43.4%, 50.2%, and 55.6% 

compared to the HC3A adder architecture for 32-, 

64-, and 128-bit operand sizes, respectively. In 

addition, the suggested adder has a far lower critical 

latency than the CS3A adder does, by 81.2%, 89.1%, 

and 93.7%, respectively, for 32 bits, 64 bits, and 128 

bits, respectively. A hybrid Han-Carlson based 

HHC3A adder is also noticed, and it is shown to use 

10%-18% less gate area but be slower by a two gates 

delay compared to the suggested adder. However, 

UF3A, a three-operand adder based on ultra-fast 

two-operand technology, is the fastest of its kind. 

While it is twice as big in gate area as the HHC3A 

and projected three-operand adders, it is three gates 

quicker than the former. 

TABLE II PHYSICAL SYNTHESIS RESULTS 

AND COMPARISONS OF THREE-OPERAND 

ADDER TECHNIQUES 

 

DUAL-CLCG PERFORMANCE WITH 

THE PROPOSED THREE-OPERAND 

ADDER 
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For the quickest possible encryption and decryption, 

the hardware security of IoT applications requires a 

stream-cipher based high data rate, lightweight 

cryptography approach. The important component 

of stream-cipher based encryption/decryption is the 

key generator or pseudorandom bit generator 

(PRBG). Among the currently available PRBG 

algorithms, modified dual-CLCG (MDCLCG) is the 

most efficient option for stream-cipher based 

hardware security. However, the MDCLCG 

approach relies on the bit size of the congruential 

modulus to provide a high level of security. If n is 

less than 32 bits, it is secure and unpredictable in 

polynomial time [10]. As can be seen in Fig. 5, the 

MDLCG technique relies on LCG for its hardware 

design, with a three-operand modulo 2n adder 

serving as the fundamental computational arithmetic 

block. With four registers and multiplexers, two 

magnitude comparators, and four carry-save adders 

(CS3A) with modulo-2n operands, the MDCLCG 

architecture shown in [10] is built. As the bit size 

grows, the performance of the MDCLCG design is 

affected by the greater carry propagation gate delay 

in the CS3A adder. To evaluate the MDCLCG's 

performance, we will swap out the CS3A adder with 

the HHC3A and the suggested adder designs. The 

suggested adder's architecture is revised further to 

provide for the MDCLCG method's addition 

operation with three operands modulo 2n. For three-

operand modulo-2n addition, we can thus assess the 

area (AP3OA) and time complexity (TP3OA) of the 

suggested adder design as follows. 

 

Here, s = log2 n − 1 and n = n − 1. Similarly, the area 

(Amgc) and time (Tmgc) complexity of the 

magnitude comparator is evaluated in [10] which is 

further highlighted as follows, 

 

Therefore, the area and time complexity of the 

MDCLCG architecture using the proposed adder 

and the magnitude comparator can be evaluated as 

follows 

 

Thus, the critical path delay of the proposed adder 

based MDCLCG architecture is drastically reduced 

in the order of O(log2 n), and hence, the overall 

latency is significantly improved. The 32- bit 

architecture of MDCLCG method based on the 

proposed three-operand adder is implemented using 

Verilog HDL and thereafter synthesized using 

Synopsys 

TABLE III PHYSICAL SYNTHESIS RESULTS 

OF 32- BIT MODIFIED DUAL-CLCG 

ARCHITECTURE USING PROPOSED 

THREE-OPERAND ADDER TECHNIQUE 

 

Measurements of the chip's central region, its cycle 

time, and its power consumption may be extracted 

using a design compiler based on SAED's 32nm 

CMOS technology library. The HHC3A adder is 

then modified to create the 32-bit MDCLCG 

architecture for impartial evaluation, and the 

resulting design is implemented in Verilog HDL 

using the same coding language. The 32-bit 

MDCLCG architecture is developed with CS3A and 

HC3A in the same Verilog-HDL coding fashion. 

The same technology library and software 

environment is used to generate each of these 

designs. Maximum combinational gate delay, core 

area, power consumption, average design time, and 

peak design time are some of the physical synthesis 

characteristics provided in Table III. For 32-bit 

operand size, the proposed adder-based MDCLCG 

design has been reported to be 2.34 times quicker 

than the CS3A-based, HC3A-based, and HHC3A-

based architectures. And much as how it uses 16.5% 

less space and 15.1% less power than the HC3A 

based MDCLCG design, so too does it have better 

thermal efficiency. 

 In addition, it has the lowest ADP and PDP of all 

MDCLCG designs, including those based on CS3A 

and HC3A. Reports indicate a 48.7 percentage point 

and 36.2 percentage point decrease in ADP, 

respectively, as compared to CS3A and HC3A-

based MDCLCG frameworks. When compared to 

CS3A and HC3A based MDCLCG designs, it has 

been shown to reduce PDP by 49.7 and 35.1%, 

respectively. HHC3A-based MDCLCG 

architecture, on the other hand, uses much less space 

than HC3A-based and suggested adder-based 

MDCLCG designs. However, it is 7.1% slower than 

the adder-based MDCLG design that was suggested. 
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In addition, it shows ADP and PDP improvements 

of 5% and 4.5% over the suggested adder-based 

MDCLCG architecture, respectively. The next 

section details the use of Synopsys Verilog 

Compiler Simulation (VCE) and Design Vision 

Environ meant (DVE) in functionally validating the 

proposed adder and demonstrating its 

implementation in the MDCLCG approach. 

Functional Verification and Simulation 

Following Synthesis 

The part below uses the post-synthesis simulation 

data from the Synopsis VCS tool to verify the output 

results of the proposed adder and its application in 

the area of PRBG, namely, Modified dual CLCG 

(MDCLCG). DVE is a graphical interface tool used 

for troubleshooting and examining the waveforms. 

The suggested three-operand adder is used to create 

a 32-bit MDLCG architecture for the benefit of the 

reader. 

utilising Synopsys VCS tool for simulation of 

Verilog-HDL code in order to verify functionality. 

Starting with the numbers (5183, 91356, 39771, 

7392) for the initial seeds (x0), (y0), (p0), and (q0), 

the 32-bit MDCLCG architecture produces the 

sequence as follows: a1 = 65, b1 = 117, a2 = 16385, 

b2 = 221, a3 = 4097, b3 = 21359, a4 = 65537, b4 = 

533, m = 

 

In the above equation the three input modulo-2n 

addition is performed using the proposed three-

operand adder technique. Similarly, the sequences 

x2, x3, can be computed as follows 

 

In the same way, other sequences such as Yi , Pi and 

Qi are also computed as follows, 

 

The sequences Bi and Ci in the MDCLCG 

architecture are generated by comparing Xi with Yi 

and Pi with Qi respectively using the magnitude 

comparator as follows, 

 

The pseudorandom bit sequence Zi is obtained by Bi 

⊕ Ci as highlighted below 

 

depicts the post-synthesis simulation using the 

graphical interface tool DVE to verify the design 

functionality after the gate-level netlist of the 32-bit 

MDCLCG architecture has been built using the 

Synopsys VCS tool at 2ns clock constraint. 

Calculated values of Zi, xi, yi, and Bi are similar to 

those obtained by mathematical formulation 

performed while putting the MDCLCG architecture 

into practise using the suggested adder (see Fig. 1). 

 

Fig. 3 . Post-synthesis simulation results of the 32-bit 

MDCLCG architecture. 

 

Fig. 4 . FPGA prototype in laboratory experimental setup with 

Real-time captured Chip scope results of the proposed 32- bit 

MDCLCG architecture.  
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In this part, the Synopsys VCS tool is used only for 

functional validation after synthesis. Therefore, in 

the next step, we build the design on FPGA and 

verify it on-chip via Xilinx Chip scope. 

CONCLUSION 

In this research, we offer a high-speed, area-efficient 

adder algorithm and VLSI design for performing the 

three-operand binary addition necessary for efficient 

calculation of modular arithmetic in cryptography 

and PRBG applications. In order to calculate the 

sum of three input operands, the suggested three-

operand adder approach employs a parallel prefix 

adder with four-stage structures. The uniqueness of 

the suggested architecture is that it reduces critical 

path time, area-delay product (ADP), and power-

delay product by streamlining the prefix calculation 

steps in PG logic and bit-addition logic (PDP). 

Hybrid Han-Carlson three-operand adder (HHC3A) 

topology is developed by extending the notion of 

hybrid Han-Carlson two-operand adder for the 

purpose of fair comparison. The HHC3A, HC3A, 

and CS3A are all implemented in Verilog HDL 

using the same coding approach as in the proposed 

adder design. Further, the core area, time, and power 

for various word sizes are synthesised using a 

commercially available 32nm CMOS technology 

library for all of these designs. Results from the 

physical synthesis show that the suggested adder 

design is 3–9 times quicker than the similar CS3A 

adder architecture. In addition, the suggested adder 

significantly outperforms the HC3A adder in terms 

of space usage, time path, and power dissipation. It's 

also important to note that the suggested adder has 

far lower ADP and PDP than existing methods for 

adding three operands together. It reduces ADP by 

55.1%, 71.6%, and 82.7% compared to the CS3A 

adder for 32-, 64-, and 128-bit architectures, while it 

reduces PDP by 55.1%, 71.8%, and 82.9%. 
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